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1 Introduction

In the present paper we prove the existence of entropy solutions for a class of nonlinear parabolic
unilateral problems of the type:

u ≥ ψ a.e. in Ω× (0, T ),

∂b(u)

∂t
+Au+ g(x, t, u,Du) = f in Ω× (0, T ),

b(u)(t = 0) = b(u0) in Ω,

u = 0 on ∂Ω× (0, T ).

(1.1)

In problem (1.1), Ω is an open bounded subset of RN , N ≥ 2, T is a positive real number and
Q = Ω× (0, T ), while the data f ∈ L1(Q) and u0 ∈ L1(Ω), b is a strictly increasing C1-function.
Let M and P be two N-functions such that P �M (for definitions see Section 2). The differential
operator A : D(A) ⊂ W 1,xLM (Q) → W−1,xLM (Q) is defined by Au = −div(a(x, t, u,∇u)),
where a is a Carathéodory function such that

|a(x, t, s, ξ)| ≤ β[h(x, t) + k1M
−1
P (k2|s|) + k3M

−1
M(k4|ξ|)],

where h(x, t) ∈ EM (Q), c ≥ 0 and β, ki > 0 (i = 1, 2, 3) are given real numbers.

Let g be a Carathéodory function such that the growth condition

g(x, t, s, ξ) ≤ γ(x, t) + ρ(s)M(|ξ|) (1.2)

is satisfied, where ρ : R→ R+ is a continuous non-decreasing function which belongs to L1(R) and
γ(x, t) is a given non-negative function in L1(Q). The function ψ ∈W 1,x

0 EM (Q) ∩ L∞(Q).

Under these assumptions, the above problem does not admit, in general, a weak solution since
the field a(x, t, u,Du) does not belong to (L1

loc(Q))N in general. To overcome this difficulty we use
in this paper the framework of entropy solutions. This notion was introduced by Bénilan et al. [4] for
the study of nonlinear elliptic problems.

Note that Dall’aglio–Orsina [18] and Porretta [19] proved the existence of solutions for the
problem (1.1) without obstacle with the function b equal to the identity, i.e., b(u) ≡ u and the
nonlinearity g satisfying the following ‘natural’ growth condition (of order p):

|g(x, t, s, ξ)| ≤ b(s) (|ξ|p + c(x, t)) (1.3)

and the classical sign condition
g(x, t, s, ξ)s ≥ 0. (1.4)

It is our purpose, in this paper, to prove the existence of a unilateral entropy solution for the
problem (1.1) in the setting of the Orlicz–Sobolev spaces without the sign condition (1.4) and without
the following coercivity condition

|g(x, t, s, ξ)| ≥ β|ξ|p for |s| ≥ γ.

The nonlinearity term g has to fulfil only a weaker condition than (1.3) (see assumption (1.2)). This
condition is a growth condition with respect to Du; we do not assume any growth conditions with
respect to u. The case where g(x, t, u,Du) = div(φ(u)) was studied by H. Redwane in the classical
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Sobolev spaces W 1,p(Ω) and Orlicz–Sobolev spaces, and the assumptions for the parabolic part are
inspired by [24, 25].

The aim of our work is to investigate the relationship between the obstacle problem (1.1) and
some penalized sequence of approximate equations.

This result generalizes an analogous one due to Boccardo–Gallouët [12], see also [13, 14, 19].

A large number of papers was devoted to the study of the existence of renormalized solutions of
parabolic problems with rough data under various assumptions and in different contexts: for a review
on classical results, see [2, 3, 5, 6, 7, 8, 10, 11, 16].

The plan of the paper is as follows. Section 2 presents the mathematical preliminaries. In
Section 3 we make precise all the assumptions on b, a, g, f and u0, the definition of an entropy
solution of (1.1) and we establish the existence of such a solution (Theorem 3.5).

2 Mathematical preliminaries

2.1 Let M : R+ → R+ be an N-function, that is, M is continuous, convex, with M(t) > 0 for
t > 0, M(t)

t → 0 as t → 0 and M(t)
t → ∞ as t → ∞. Equivalently, M admits the representation:

M(t) =
∫ t

0 a(τ) dτ , where a : R+ → R+ is non-decreasing, right-continuous, with a(0) = 0,
a(t) > 0 for t > 0 and a(t)→∞ as t→∞.

The N-function M conjugate to M is defined by M(t) =
∫ t

0 a(τ) dτ , where a : R+ → R+ is
given by a(t) = sup{s : a(s) ≤ t} (see [1, 23]).

The N-function M is said to satisfy the ∆2-condition if, for some k > 0,

M(2t) ≤ kM(t) for all t ≥ 0.

When this inequality holds only for t ≥ t0 > 0, M is said to satisfy the ∆2-condition near infinity.

Let P and Q be two N-functions; P � Q means that P grows essentially less rapidly
than Q, that is, for each ε > 0, P (t)/Q(ε t) → 0 as t → ∞. This is the case if and only if
lim
t→∞

(Q−1(t)/P−1(t)) = 0.

We will extend these N-functions into even functions on all R.

2.2 Let Ω be an open subset of RN . The Orlicz class LM (Ω) (resp. the Orlicz space LM (Ω)) is
defined as the set of (equivalence classes of) real-valued measurable functions u on Ω such that

∫
Ω
M(u(x)) dx < +∞

(
resp.

∫
Ω
M

(
u(x)

λ

)
dx < +∞ for some λ > 0

)
.

Note that LM (Ω) is a Banach space under the norm

‖u‖M,Ω = inf
{
λ > 0 :

∫
Ω
M

(
u(x)

λ

)
dx ≤ 1

}
and LM (Ω) is a convex subset of LM (Ω).
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The closure in LM (Ω) of the set of bounded measurable functions with compact support in
Ω is denoted by EM (Ω). The equality EM (Ω) = LM (Ω) holds if and only if M satisfies the
∆2-condition for all t or for t large, according to whether Ω has infinite measure or not.

The dual of EM (Ω) can be identified with LM (Ω) through the pairing
∫

Ω u(x)v(x) dx, and the
dual norm on LM (Ω) is equivalent to ‖.‖M,Ω. The space LM (Ω) is reflexive if and only if M and M
satisfy the ∆2-condition for all t or for t large, according to whether Ω has infinite measure or not.

2.3 We now turn to the Orlicz–Sobolev spaces. W 1LM (Ω) (resp. W 1EM (Ω)) is the space of all
functions u such that u and its distributional derivatives up to order 1 lie in LM (Ω) (resp. EM (Ω)).
This is a Banach space under the norm

‖u‖1,M,Ω =
∑
|α|≤1

‖Dαu‖M,Ω.

Thus, W 1LM (Ω) and W 1EM (Ω) can be identified with subspaces of the product of (N + 1) copies
of LM (Ω). Denoting this product by

∏
LM , we will use the weak topologies σ(

∏
LM ,

∏
EM ) and

σ(
∏
LM ,

∏
LM ).

The spaceW 1
0EM (Ω) is defined as the (norm) closure of the Schwartz spaceD(Ω) inW 1EM (Ω)

and the space W 1
0LM (Ω) as the σ(

∏
LM ,

∏
EM ) closure of D(Ω) in W 1LM (Ω). We say that un

converges to u for the modular convergence in W 1LM (Ω) if for some λ > 0,∫
Ω
M

(
Dαun −Dαu

λ

)
dx→ 0 for all |α| ≤ 1.

This implies convergence for σ(
∏
LM ,

∏
LM ). If M satisfies the ∆2-condition on R+ (near infinity

only when Ω has finite measure), then modular convergence coincides with norm convergence.

2.4 LetW−1LM (Ω) (resp. W−1EM (Ω)) denote the space of distributions on Ω which can be written
as sums of derivatives of order less than or equal to 1 of functions in LM (Ω) (resp. EM (Ω)). It is a
Banach space under the usual quotient norm.

If the open set Ω has the segment property, then the space D(Ω) is dense in W 1
0LM (Ω) for the

modular convergence, and thus for the topology σ(
∏
LM ,

∏
LM ) (cf. [21]). Consequently, the

action of a distribution in W−1LM (Ω) on an element of W 1
0LM (Ω) is well-defined.

2.5 Let now Ω be a bounded open subset of RN , T > 0 and set Q = Ω × (0, T ). Let M be an
N-function. For each α ∈ NN , denote by Dα

x the distributional derivative on Q of order α with
respect to the variable x ∈ RN . The inhomogeneous Orlicz–Sobolev spaces of order 1 are defined as
follows

W 1,xLM (Q) = {u ∈ LM (Q) : Dα
xu ∈ LM (Q), ∀ |α| ≤ 1},

W 1,xEM (Q) = {u ∈ EM (Q) : Dα
xu ∈ EM (Q), ∀ |α| ≤ 1}.

The latter space is a subspace of the former one, and both are Banach spaces under the norm

‖u‖ =
∑
|α|≤1

‖Dα
xu‖M,Q.

We can easily show that they form a complementary system when Ω satisfies the segment property.
These spaces are considered as subspaces of the product space

∏
LM (Q) which have as many
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copies as there are α-order derivatives, |α| ≤ 1. We shall also consider the weak topologies
σ(
∏
LM ,

∏
EM ) and σ(

∏
LM ,

∏
LM ). If u ∈W 1,xLM (Q), then the function t 7→ u(t) = u(t, .)

is defined on (0, T ) with values in W 1LM (Ω). If, further, u ∈ W 1,xEM (Q), then the concerned
function is a W 1EM (Ω)-valued and is strongly measurable. Furthermore, the following continuous
imbedding holds: W 1,xEM (Q) ⊂ L1(0, T ;W 1EM (Ω)). The space W 1,xLM (Q) is not in general
separable; if u ∈W 1,xLM (Q), we can not conclude that the function u(t) is measurable on (0, T ).
However, the scalar function t 7→ ‖Dα

xu(t)‖M,Ω is in L1(0, T ) for all |α| ≤ 1.

2.6 The space W 1,x
0 EM (Q) is defined as the (norm) closure in W 1,xEM (Q) of D(Q). We can

easily show as in [20] that when Ω has the segment property, then each element u of the closure
of D(Q) with respect of the weak* topology σ(

∏
LM ,

∏
EM ) is a limit, in W 1,xLM (Q), of some

subsequence (un) ⊂ D(Q) for the modular convergence, i.e., there exists some λ > 0 such that for
all |α| ≤ 1, ∫

Q
M

(
Dα
xun −Dα

xu

λ

)
dx dt→ 0 as n→∞.

This implies that (un) converges to u in W 1,xLM (Q) for the weak topology σ(
∏
LM ,

∏
LM ). Con-

sequently, D(Q)
σ(

∏
LM ,

∏
EM )

= D(Q)
σ(

∏
LM ,

∏
LM )

. This space will be denoted by W 1,x
0 LM (Q).

Furthermore, W 1,x
0 EM (Q) = W 1,x

0 LM (Q) ∩
∏
EM (Q). Poincaré’s inequality also holds in

W 1,x
0 LM (Q), i.e., there is a constant C > 0 such that for all u ∈W 1,x

0 LM (Q) one has∑
|α|≤1

‖Dα
xu‖M,Q ≤ C

∑
|α|=1

‖Dα
xu‖M,Q.

Thus, both sides of the last inequality are equivalent norms on W 1,x
0 LM (Q). We have then the

following complementary system (
W 1,x

0 LM (Q) F

W 1,x
0 EM (Q) F0

)

with F being the dual space of W 1,x
0 EM (Q). It is also, except for an isomorphism, the quotient of∏

LM by the polar set W 1,x
0 EM (Q)⊥, and will be denoted by F = W−1,xLM (Q) and it is shown

that

W−1,xLM (Q) =

{
f =

∑
|α|≤1

Dα
xfα : fα ∈ LM (Q)

}
.

This space will be equipped with the usual quotient norm

‖f‖ = inf
∑
|α|≤1

‖fα‖M,Q,

where the inf is taken over all possible decompositions

f =
∑
|α|≤1

Dα
xfα with fα ∈ LM (Q).

The space F0 is then given by

F0 =

{
f =

∑
|α|≤1

Dα
xfα : fα ∈ EM (Q)

}

and is denoted by F0 = W−1,xEM (Q).
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Definition 2.1 We say that un → u in W−1,xLM (Q) + L1(Q) for the modular convergence if we
can write

un =
∑
|α|≤1

Dα
xu

α
n + u0

n and u =
∑
|α|≤1

Dα
xu

α + u0

with uαn → uα in LM (Q) for the modular convergence for all |α| ≤ 1 and u0
n → u0 strongly in

L1(Q).

In this point, we are in position to recall the following abstract lemmas, which will be applied to
the truncation operators.

Lemma 2.2 (cf. [21]) Let F : R → R be uniformly Lipschitzian with F (0) = 0. Let M be an N-
function and let u ∈W 1LM (Ω) (resp. W 1EM (Ω)). Then F (u) ∈W 1LM (Ω) (resp. W 1EM (Ω)).
Moreover, if the set D of discontinuity points of F ′ is finite, then

∂

∂xi
F (u) =

{
F ′(u) ∂u∂xi a.e. in {x ∈ Ω : u(x) /∈ D},

0 a.e. in {x ∈ Ω : u(x) ∈ D}.

Lemma 2.3 (cf. [21]) Let F : R → R be uniformly Lipschitzian with F (0) = 0. We suppose
that the set of discontinuity points of F ′ is finite. Let M be an N-function. Then the mapping
F : W 1LM (Ω) → W 1LM (Ω) is sequentially continuous with respect to the weak* topology
σ(
∏
LM ,

∏
EM ).

Remark 2.4 We can easily check, using Lemma 2.2, that each uniformly Lipschitzian mapping
F , with F (0) = 0, acts in inhomogeneous Orlicz–Sobolev spaces of order 1: W 1,xLM (Q) and
W 1,x

0 LM (Q).

In order to deal with the time derivative, we introduce a time mollification of a function u ∈
LM (Q). Thus, we define, for all µ > 0 and all (x, t) ∈ Q

uµ(x, t) = µ

∫ t

−∞
ũ(x, s) exp(µ(s− t)) ds,

where ũ(x, s) = u(x, s)χ(0,T )(s) is the zero extension of u. The following lemma is fundamental in
the sequel.

Lemma 2.5 (cf. [16])

1) If u ∈ LM (Q), then uµ → u in LM (Q) for the modular convergence, as µ→ +∞.

2) If u ∈W 1,xLM (Q), then uµ → u in W 1,xLM (Q) for the modular convergence.

3) If u ∈W 1,xLM (Q), then ∂uµ
∂t = µ(u− uµ).

Lemma 2.6 (cf. [16]) Let M be an N -function and let un be a sequence in W 1,xLM (Q) such that
un converges to u weakly in W 1,xLM (Q) for σ(

∏
LM ,

∏
EM ) and ∂un

∂t = hn + kn in D′(Q) with
(hn)n bounded in W−1,xLM (Q) and (kn)n bounded in the spaceM(Q). Then, un converges to u
strongly in L1

loc(Q).

If further, un ∈W 1,x
0 LM (Q), then un converges to u strongly in L1(Q).
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Lemma 2.7 (cf. [17]) Let Ω be a bounded open subset of RN with the segment property. Then{
u ∈W 1,x

0 LM (Q) :
∂u

∂t
∈W−1,xLM (Q) + L1(Q)

}
⊂ C([0, T ], L1(Ω)).

Remark 2.8

1) Note that Lemma 2.6 generalizes the result of Corollary 4 due to J. Simon (see [27]).

2) Let us mention that the trace result of Lemma 2.7 generalizes the following classical result due
to J.-L. Lions (see [26]).

3) Let us mention that the following trace result holds true: D(Q) is dense in the space{
u ∈W 1,x

0 LM (Q) ∩ L2(Q) :
∂u

∂t
∈W−1,xLM (Q) + L2(Q)

}
for the modular convergence

(see [17]). The trace result generalizes the following classical result, i.e.,{
u ∈ L2(0, T,H1

0 (Ω)) :
∂u

∂t
∈ L2(0, T,H−1(Ω))

}
⊂ C([0, T ], L2(Ω)).

Proposition 2.9 (cf. [16]) Assume that (un)n is a bounded sequence in W 1,x
0 LM (Q) such that ∂un∂t

is bounded in W−1,xLM (Q) + L1(Q). Then un is relatively compact in L1(Q).

We end this section by recalling the following approximation theorem, that will be needed in the
sequel to prove the existence of solutions for parabolic inequalities.

Theorem 2.10 Let ψ ∈W 1,x
0 EM (Q) ∩ L∞(Q) and consider the convex set

Kψ =
{
v ∈W 1,x

0 LM (Q) : v ≥ ψ a.e. in Q
}
.

Then for every u ∈ Kψ∩L∞(Q) such that ∂u∂t ∈W
−1,xLM (Q)+L1(Q), there exists vj ∈ Kψ∩D(Q)

such that

vj → u in W 1,xLM (Q),

∂vj
∂t
→ ∂u

∂t
in W−1,xLM (Q) + L1(Q),

for the modular convergence.

Proof. Immediate, by using [17, Theorem 3] and the approximation techniques from [22]. �

Remark 2.11 The result is still true for ψ ∈ W 1,xEM (Q) ∩ L∞(Q), when Ω is more regular,
see [22].
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3 Assumptions and statement of main results

3.1 Basic assumptions

Throughout this paper, we assume that the following assumptions hold true: Ω is an open bounded
subset of RN , N ≥ 2, with the segment property, T > 0 is given and we set Q = Ω× (0, T ). Let
M and P be two N-functions such that P �M .

b : R→ R is a strictly increasing C1-function with b(0) = 0 and such that

0 < b0 ≤ b′(s) ≤ b1 ∀s ∈ R,
(3.1)

where b1 and b2 are given real numbers.

The differential operator A : D(A) ⊂W 1,xLM (Q)→W−1,xLM (Q) is defined by

Au = −div(a(x, t, u,∇u)),

where
a : Q× R× RN → RN is a Carathéodory function (3.2)

which for almost every (x, t) ∈ Q and for every s ∈ R, ξ 6= ξ′ ∈ RN satisfies

|a(x, t, s, ξ)| ≤ β[h(x, t) + k1M
−1
P (k2|s|) + k3M

−1
M(k4|ξ|)], (3.3)

[a(x, t, s, ξ)− a(x, t, s, ξ′)][ξ − ξ′] > 0, (3.4)

a(x, t, s, ξ)ξ ≥ αM(|ξ|), (3.5)

where h(x, t) ∈ EM (Q), c ≥ 0 and α, β, ki > 0 (i = 1, 2, 3, 4), are given real numbers.

Furthermore, let g : Q× R× RN → R be a Carathéodory function such that for a.e. x ∈ Ω and
for all s ∈ R, ξ ∈ RN , the growth condition

g(x, t, s, ξ) ≤ γ(x, t) + ρ(s)M(|ξ|) (3.6)

is satisfied, where ρ : R→ R+ is a continuous non-decreasing function which belongs to L1(R) and
γ(x, t) is a given non-negative function in L1(Q).

f ∈ L1(Q) and u0 ∈ L1(Ω). (3.7)

For all t ∈ R and k ≥ 0, we define

Tk(t) =

t, if |t| ≤ k,

k
t

|t|
, if |t| > k.

3.2 Some intermediates results

This subsection is devoted to introduce some basic technical lemmas and results that will be needed
throughout this paper. For some details concerning their related contents, the reader can consult [6, 9,
10, 15] for instance.
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Lemma 3.1 (cf. [6]) Let (fn)n, f and γ ∈ L1(Ω) be such that

(i) fn ≥ γ a.e. in Ω;

(ii) fn → f a.e. in Ω;

(iii)
∫

Ω
fn(x) dx→

∫
Ω
f(x) dx.

Then fn → f strongly in L1(Ω).

Lemma 3.2 Assume that assumptions (3.2)–(3.5) are satisfied, and let (zn)n be a sequence in
W 1,x

0 LM (Q) such that

(i) zn ⇀ z in W 1,x
0 LM (Q) for σ(

∏
LM ,

∏
EM );

(ii) (a(x, t, zn,∇zn))n is bounded in (LM (Q))N ;

(iii)
∫
Q

[a(x, t, zn,∇zn)− a(x, t, zn,∇zχs)][∇zn −∇zχs] dx dt→ 0, as n, s→∞,

where χs is the characteristic function of Qs = {(x, t) ∈ Q, |∇z| ≤ s}). Then

1) M(|∇zn|)→M(|∇z|) in L1(Q);

2) lim
n→∞

∫
Q
a(x, t, zn,∇zn)∇zn dx dt =

∫
Q
a(x, t, z,∇z)∇z dx dt;

3) ∇zn → ∇z a.e. in Q.

Proof. Fix r > 0 and let s > r one has

0 ≤
∫
Qr

[a(x, t, zn,∇zn)− a(x, t, zn,∇z)][∇zn −∇z] dx dt

≤
∫
Qs

[a(x, t, zn,∇zn)− a(x, t, zn,∇z)][∇zn −∇z] dx dt

=

∫
Qs

[a(x, t, zn,∇zn)− a(x, t, zn,∇zχs)][∇zn −∇zχs] dx dt

≤
∫
Q

[a(x, t, zn,∇zn)− a(x, t, zn,∇zχs)][∇zn −∇zχs] dx dt,

which with (iii) implies that

lim
n→∞

∫
Qr

[a(x, t, zn,∇zn)− a(x, t, zn,∇z)][∇zn −∇z] dx dt = 0.

So, following the same argument as in [21], one can show that

∇zn → ∇z a.e. in Q. (3.8)
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On the other hand, we have∫
Q
a(x, t, zn,∇zn)∇zn dx =

∫
Q

[a(x, t, zn,∇zn)− a(x, t, zn,∇zχs)]

× [∇zn −∇zχs] dx dt

+

∫
Q
a(x, t, zn,∇zχs)(∇zn −∇zχs) dx dt

+

∫
Q
a(x, t, zn,∇zn)∇zχs dx dt.

(3.9)

Since (a(x, t, zn,∇zn))n is bounded in (LM (Q))N , by (3.8), we obtain that a(x, t, zn,∇zn) con-
verges to a(x, t, z,∇z) weakly in (LM (Q))N for σ(

∏
LM ,

∏
EM ), which implies that∫

Q
a(x, t, zn,∇zn)∇zχs dx dt→

∫
Q
a(x, t, z,∇z)∇zχs dx dt as n→∞. (3.10)

Letting also s→∞, one has∫
Q
a(x, t, z,∇z)∇zχs dx dt→

∫
Q
a(x, t, z,∇z)∇z dx dt. (3.11)

On the other side, it is easy to see that the second term on the right-hand side of (3.9) tends to 0 as
n→∞.

Consequently, from (iii), (3.10) and (3.11) we have

lim
n→∞

∫
Q
a(x, t, zn,∇zn)∇zn dx dt =

∫
Q
a(x, t, z,∇z)∇z dx dt

and by virtue of (3.4), Lemma 3.1 and Vitali’s Theorem, one can deduce that

M(|∇zn|)→M(|∇z|) in L1(Q),

which completes the proof. �

Remark 3.3 It is interesting to note that the condition (ii) in Lemma 3.2 is not necessary in the case
where the N -function M satisfies the ∆2−condition.

3.3 The principal result

We now give the definition of an entropy solution of (1.1).

Definition 3.4 A real-valued function u defined onQ is a unilateral entropy solution of problem (1.1)
if

Tk(u) ∈W 1,x
0 LM (Q) and u ≥ ψ a.e. in Q,

g(x, t, u,∇u) ∈ L1(Q),
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and for all v ∈ W 1,x
0 LM (Q) ∩ L∞(Q), ∂v∂t ∈ W

−1,xLM (Q) such that v ≥ b(ψ) a.e. in Q and
∀ k > 0, τ ∈ (0, T )∫

Ω
T k(b(u(τ))− v(τ)) dx+

∫ τ

0

〈∂v
∂t
, Tk(b(u)− v)

〉
dt

+

∫
Qτ

a(x, t, u,∇u)∇Tk(b(u)− v) dx dt+

∫
Qτ

g(x, t, u,∇u)Tk(b(u)− v) dx dt (3.12)

≤
∫
Qτ

fTk(b(u)− v) dx dt+

∫
Ω
Bk(b(u0)− v(0)) dx,

where T k(r) =
∫ r

0 Tk(s) ds.

The aim of the present work is to prove the following

Theorem 3.5 Under assumptions (3.1)–(3.7), there exists at least one unilateral entropy solution of
problem (1.1).

Proof. The proof is divided into 5 steps. In Step 1, we introduce an approximate problem. In Step 2,
we establish a few a priori estimates which allow us to prove that the approximate solutions un
converge to u a.e. in Q. In Step 3, we define a time regularization of the field Tk(u), establish the
boundedness of the sequence (a(x, t, un,∇un))n in (LM (Q))N , and prove that un satisfies (3.30).
In this step, using some techniques, we also prove the modular convergence of Tk(un) to Tk(u) in
W 1,x

0 LM (Q), which allows us to control the parabolic contribution that arises in the monotonicity
method when passing to the limit. Step 4 is devoted to prove the equi-integrability of the nonlinearities
g. At last, in Step 5, we pass to the limit which is the final step to prove Theorem 3.5.

Step 1. The approximate problem. Let us introduce the following regularization of the data:

fn ∈ D(Q): ‖fn‖L1(Q) ≤ ‖f‖L1(Q) and fn → f in L1(Q) as n→ +∞, (3.13)

u0n ∈ D(Ω): ‖u0n‖L1(Ω) ≤ ‖u0‖L1(Ω) and u0n → u0 in L1(Ω) as n→ +∞, (3.14)

gn(x, t, s, ξ) =
g(x, t, s, ξ)

1 + 1
n |g(x, t, s, ξ)|

.

Note that gn(x, t, s, ξ) satisfies the following conditions

|gn(x, t, s, ξ)| ≤ |g(x, t, s, ξ)| and |gn(x, t, s, ξ)| ≤ n.

Let us now consider the following regularized approximate problem

(Pn)



un ∈W 1,x
0 LM (Q),

∫ T

0

〈∂b(un)

∂t
, b(un)− v

〉
dt+

∫
Q
a(x, t, un,∇un)∇(b(un)− v) dx dt

+

∫
Q
gn(x, t, un,∇un)(b(un)− v) dx dt− n

∫
Q
m(Tn(un − ψ)−)(b(un)− v) dx dt

=

∫
Q
fn(b(un)− v) dx dt for all v ∈W 1,x

0 LM (Q) ∩ L∞(Q).
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Remark 3.6 Note that, thanks to [15], there exists at least one solution un of the approximate
problem (Pn).

Step 2. A priori estimates. The estimates derived in this step rely on standard techniques for
problems of the type (Pn).

Proposition 3.7 Assume that (3.1)–(3.7) hold true and let un be a solution of the approximate
problem (Pn). Then for all k > 0, we have

‖Tk(un)‖
W 1,x

0 LM (Q)
≤ Ck for all n ∈ N, (3.15)

where C is a constant independent of n.

Proof. Let v = b(un) − exp(G(un))Tk(un − Th(un)), where G(r) =
∫ r

0
ρ(s)
α ds and h ≥ ‖ψ‖∞

(the function ρ appears in (3.6)). Choosing v as a test function in the approximate problem (Pn), we
get ∫ T

0

〈∂b(un)

∂t
, exp(G(un))Tk(un − Th(un))

〉
dt

+

∫
Q
a(x, t, un,∇un)∇Tk(un − Th(un)) exp(G(un)) dx dt

+

∫
Q
a(x, t, un,∇un)∇ (exp(G(un))Tk(un − Th(un)) dx dt

+

∫
Q
gn(x, t, un,∇un) exp(G(un))Tk(un − Th(un)) dx dt

− n
∫
Q
m(Tn(un − ψ)−) exp(G(un))Tk(un − Th(un)) dx dt

=

∫
Q
fn exp(G(un))Tk(un − Th(un)) dx dt.

Which gives∫
Q

〈∂b(un)

∂t
, exp(G(un))Tk(un − Th(un))

〉
dt

+

∫
{h≤|un|≤h+k}

a(x, t, un,∇un)∇un exp(G(un)) dx dt

+

∫
Q
a(x, t, un,∇un)∇un

ρ(un)

α
exp(G(un)Tk(un − Th(un)) dx dt

+

∫
Q
gn(x, t, un,∇un) exp(G(un))Tk(un − Th(un)) dx dt

− n
∫
Q
m(Tn(un − ψ)−) exp(G(un))Tk(un − Th(un)) dx dt

=

∫
Q
fn exp(G(un))Tk(un − Th(un)) dx dt.
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Using the coercivity condition (3.5) and (3.6), we obtain∫ T

0

〈∂b(un)

∂t
, exp(G(un))Tk(un − Th(un))

〉
dt

+

∫
{h≤|un|≤h+k}

a(x, t, un,∇un)∇un exp(G(un)) dx dt

− n
∫
Q
m(Tn(un − ψ)−) exp(G(un))Tk(un − Th(un)) dx dt

≤
∫
Q

[|fn + γ(x, t)] exp(G(un))Tk(un − Th(un)) dx dt.

(3.16)

On the other hand, we have∫ T

0

〈∂b(un)

∂t
, exp(G(un))Tk(un − Th(un))

〉
dt

=

∫
Ω
Bk,h(un(T )) dx−

∫
Ω
Bk,h(u0n) dx,

where Bk,h(r) =
∫ r

0 b
′(s)Tk(s−Th(s)) exp(G(s)) ds. Thus, due to the definition of Bk,h and since

|G(un)| ≤
‖ρ‖L1(R)

α , we have

0 ≤
∫

Ω
Bk,h(u0n) dx ≤ k exp

(‖ρ‖L1(R)

α

)
‖b(u0n)‖L1(Ω) ≡ Ck.

So, using again the coercivity condition (3.5) and the fact that
∫

ΩBk,h(un(T )) dx ≥ 0, then (3.16)
becomes, for all n ∈ N

α

∫
{h≤|un|≤h+k}

M(|∇un|) exp(G(un)) dx dt

− n
∫
Q
m(Tn(un − ψ)−) exp(G(un))Tk(un − Th(un)) dx dt ≤ Ck.

Thus

− n
∫
Q
m(Tn(un − ψ)−) exp(G(un))

Tk(un − Th(un))

k
dx dt ≤ C.

And since

− n
∫
Q
m(Tn(un − ψ)−) exp(G(un))Tk(un − Th(un)) dx ≥ 0

as well as

exp(G(−∞)) ≤ exp(G(un)) ≤ exp(G(+∞)) and exp(|G(±∞)|) ≤ exp

(‖ρ‖L1(R)

α

)
,

we deduce thanks to Fatou’s Lemma, as k → 0, that

n

∫
Q
m(Tn(un − ψ)−) dx dt ≤ C. (3.17)
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Now, using v = b(un)− exp(G(un))Tk(un)+χ(0,τ) as a test function in the approximate problem
(Pn) with τ ∈ (0, T ), we get

∫ T

0

〈∂b(un)

∂t
, exp(G(un))Tk(un)+χ(0,τ)

〉
dt

+

∫
Qτ

a(x, t, un,∇un)∇
(

exp(G(un))Tk(un)+
)

dx dt

+

∫
Qτ

gn(x, t, un,∇un) exp(G(un))Tk(un)+ dx dt

− n
∫
Qτ

m(Tn(un − ψ)−) exp(G(un))Tk(un)+ dx dt

=

∫
Qτ

fn exp(G(un))Tk(un)+ dx dt,

which gives

∫ T

0

〈∂b(un)

∂t
, exp(G(un))Tk(un)+χ(0,τ)

〉
dt

+

∫
Qτ

a(x, t, un,∇un)∇Tk(un)+ exp(G(un)) dx dt

+

∫
Qτ

a(x, t, un,∇un)∇un
ρ(un)

α
exp(G(un))Tk(un)+ dx dt

− n
∫
Qτ

m(Tn(un − ψ)−) exp(G(un))Tk(un)+ dx dt

≤
∫
Qτ

|gn(x, t, un,∇un)| exp(G(un))Tk(un)+ dx dt

+

∫
Qτ

|fn| exp(G(un))Tk(un)+ dx dt.

Let ϕk(r) =
∫ r

0 b
′(s)Tk(s)

+ exp(G(s)) ds. We have |ϕk(r)| ≤ k exp
(‖ρ‖L1(R)

α

)
|b(r)|. Then

∫ τ

0

〈∂b(un)

∂t
, exp(G(un))Tk(un)+

〉
dt =

∫
Ω
ϕk(un(τ)) dx−

∫
Ω
ϕk(u0n) dx.

Then

∫ T

0

〈∂b(un)

∂t
, exp(G(un))Tk(un)+χ(0,τ)

〉
dt

≥
∫

Ω
ϕk(un(τ)) dx− k exp

(‖ρ‖L1(R)

α

)
‖b(u0n)‖L1(Ω).
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Which gives∫
Ω
ϕk(un(τ)) dx+

∫
Qτ

a(x, t, un,∇un)∇Tk(un)+ exp(G(un)) dx dt

+

∫
Qτ

a(x, t, un,∇un)∇un
ρ(un)

α
exp(G(un))Tk(un)+ dx dt

− n
∫
Qτ

m(Tn(un − ψ)−) exp(G(un))Tk(un)+ dx dt

≤
∫
Qτ

|gn(x, t, un,∇un)| exp(G(un))Tk(un)+ dx dt

+

∫
Qτ

|fn| exp(G(un))Tk(un)+ dx dt+ k exp

(‖ρ‖L1(IR)

α

)
‖b(u0n)‖L1(Ω).

(3.18)

Moreover, using the fact that ϕk(un(τ)) ≥ 0, then (3.18) becomes∫
Qτ

a(x, t, un,∇un)∇Tk(un)+ exp(G(un)) dx dt

− n
∫
Qτ

m(Tn(un − ψ)−) exp(G(un))Tk(un)+ dx dt

≤
∫
Qτ

(|fn|+ γ(x, t)) exp(G(un))Tk(un)+ dx dt+ k exp

(‖ρ‖L1(R)

α

)
‖u0n‖L1(Ω),

which gives∫
{0≤un≤k}

a(x, t, un,∇un)∇un exp(G(un)) dx dt

− n
∫
Qτ

m(Tn(un − ψ)−) exp(G(un))Tk(un)+ dx dt

≤ k exp

(‖ρ‖L1(Q)

α

)(
‖f‖L1(Q) + ‖γ‖L1(Q) + ‖u0n‖L1(Ω)

)
≡ Ck.

(3.19)

Thanks to (3.17), we have∣∣∣∣−n ∫
Qτ

m(Tn(un − ψ)−) exp(G(un))Tk(un)+ dx dt

∣∣∣∣
≤ k exp

(‖ρ‖L1(R)

α

)
n

∫
Qτ

m(Tn(un − ψ)−) dx dt ≡ Ck.

Therefore, (3.19) becomes∫
{0≤un≤k}

a(x, t, un,∇un)∇un exp(G(un)) dx dt ≤ Ck.

Now, since

exp(G(−∞)) ≤ exp(G(un)) ≤ exp(G(+∞)) and exp(|G(±∞)|) ≤ exp

(‖ρ‖L1(R)

α

)
,

we get ∫
{0≤un≤k}

a(x, t, un,∇un)∇un dx dt ≤ Ck. (3.20)
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Thus, by (3.5), we have ∫
{0≤un≤k}

M(|∇un|) dx dt ≤ Ck. (3.21)

Similarly, taking v = b(un) + exp(G(un))Tk(un)−χ(0,τ) as a test function in the approximate
problem (Pn), we obtain ∫

{−k≤un≤0}
a(x, t, un,∇un)∇un dx dt ≤ Ck, (3.22)

and then ∫
{−k≤un≤0}

M(|∇un|) dx dt ≤ Ck. (3.23)

Combining (3.21) and (3.23), we deduce that∫
Q
M(|∇Tk(un)|) dx dt =

∫
{|un|≤k}

M(|∇un|) dx dt ≤ Ck. (3.24)

Hence, the inequality (3.24) give the desired estimate (3.15). �

Proposition 3.8 Assume that (3.1)–(3.7) hold true and let un be a solution of the approximate
problem (Pn). Then for all k > h > 0 there exists a constant C (which does not depend on the n, k
and h) such that ∫

Q
M(|∇Tk(un − Th(un))|) dx dt ≤ Ck. (3.25)

Proof. Let k > h > 0. By using v = b(un) − η exp(G(un))Tk(un − Th(un))+χ(0,τ), with
τ ∈ (0, T ), as a test function in the approximate problem (Pn), we obtain∫ T

0

〈∂b(un)

∂t
, exp(G(un))Tk(un − Th(un))+χ(0,τ)

〉
dt

+

∫
Qτ

a(x, t, un,∇un)∇Tk(un − Th(un))+ exp(G(un)) dx dt

+

∫
Qτ

a(x, t, un,∇un)∇un
ρ(un)

α
exp(G(un))Tk(un − Th(un))+ dx dt

− n
∫
Qτ

m(Tn(un − ψ)−) exp(G(un))Tk(un − Th(un))+ dx dt

≤
∫
Qτ

|gn(x, t, un,∇un)| exp(G(un))Tk(un − Th(un))+ dx dt

+

∫
Qτ

|fn| exp(G(un))Tk(un − Th(un))+ dx dt,

which yields, thanks to (3.6) and (3.17),∫
Ω
B+
k,h(un(τ)) dx+

∫
Qτ

a(x, t, un,∇un)∇Tk(un − Th(un))+ exp(G(un)) dx dt

≤
∫
Qτ

(
|fn|+ γ(x, t)

)
exp(G(un))Tk(un − Th(un))+ dx dt

+ k exp

(
ρ(un)

α

)(
‖b(u0n)‖L1(Ω) + C

)
,
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where B+
k,h(r) =

∫ r
0 b
′(s) exp(G(s))Tk(s− Th(s))+ ds. Then, since B+

k,h > 0, we have∫
{h≤un≤h+k}

a(x, t, un,∇un)∇un exp(G(un)) dx dt

≤ kexp

(
ρ(un)

α

)(
‖f‖L1(Q) + γ(x, t) + ‖u0n‖L1(Ω) + C

)
≡ Ck.

Therefore, and by the coercivity condition (3.5), we get∫
{h≤un≤h+k}

M(|∇un|) dx dt ≤ Ck, (3.26)

where C is a positive constant not depending on n, k and h.

On the other hand, if we consider the test function v = b(un) + exp(−G(un))Tk(un −
Th(un))−χ(0,τ) in the approximate problem (Pn) and reason as in (3.26), we get∫

{−h−k≤un≤−h}
M(|∇un|) dx dt ≤ Ck. (3.27)

From the inequalities (3.26) and (3.27) follows the estimate (3.25). �

Proposition 3.9 Assume that (3.1)–(3.7) hold true and let un be a solution of the approximate
problem (Pn). Then there exists a measurable function u such that for all k > 0, we have (for
a subsequence still denoted by un),

1) un → u a.e. in Q;

2) Tk(un) ⇀ Tk(u) weakly in W 1,x
0 LM (Q) for σ(

∏
LM ,

∏
EM );

3) Tk(un)→ Tk(u) strongly in EM (Q) and a.e. in Q.

Proof. Let k > h > 0 be large enough. Thanks to [21, Lemma 5.7], there exist two positive
constants C1 and C2 such that∫

Q
M(C1|Tk(un − Th(un))|) dx dt ≤ C2

∫
Q
M(|∇Tk(un − Th(un))|) dx dt.

Then, by Proposition 3.8 we deduce that

M(C1k) meas({|un − Th(un)| > k}) =

∫
{|un−Th(un)|>k}

M(C1|Tk(un − Th(un))|) dx dt

≤ C2

∫
Q
M(|∇Tk(un − Th(un))|) dx dt

≤ C3k.

Hence
meas({|un − Th(un)| > k}) ≤ C3k

M(C1k)
, ∀ n ∈ N, ∀ k > h > 0.

Finally, we have ∀ n ∈ N, ∀ k > h > 0

meas({|un| > k}) ≤ meas({|un − Th(un)| > k − h}) ≤ (k − h)C3

M((k − h)C1)
.



118 E. Azroul et al., J. Nonl. Evol. Equ. Appl. 2014 (2015) 101–130

Letting k to infinity, we deduce that

meas({|un| > k})→ 0 as k →∞.

For every λ > 0, we have

meas({|un − um| > λ}) ≤ meas({|un| > k}) + meas({|um| > k})
+ meas({|Tk(un)− Tk(um)| > λ}).

(3.28)

Since Tk(un) is bounded in W 1,x
0 LM (Q), there exists some vk ∈W 1,x

0 LM (Q) such that

Tk(un) ⇀ vk weakly in W 1,x
0 LM (Q) for σ(

∏
LM ,

∏
EM ),

Tk(un)→ vk strongly in EM (Q) and a.e. in Q.

Therefore, we can assume that Tk(un) is a Cauchy sequence in measure in Q.

Let ε > 0. By (3.28) there exists some k(ε) > 0 such that

meas({|un − um| > λ}) ≤ ε for all n, m ≥ h0(k(ε), λ).

This proves that (un)n is a Cauchy sequence in measure in Q, thus it converges almost everywhere
to some measurable function u. Then

Tk(un) ⇀ Tk(u) weakly in W 1,x
0 LM (Q) for σ(

∏
LM ,

∏
EM ),

Tk(un)→ Tk(u) strongly in EM (Q) and a.e. in Q.

This completes the proof of Proposition 3.9. �

Step 3. Almost everywhere convergence of the gradients. Since Tk(u) ∈ W 1,x
0 LM (Q), then

there exists a sequence (αkj )j ∈ D(Q) such that αkj → Tk(u) for the modular convergence in
W 1,x

0 LM (Q). In the sequel and throughout the paper, χj,s and χs will denote, respectively, the
characteristic functions of the sets:

Qj,s = {(x, t) ∈ Q : |∇Tk(αkj )| ≤ s} and Qs = {(x, t) ∈ Q : |∇Tk(u)| ≤ s}. (3.29)

We will introduce the following function of one real variable s, which is define as

hm̃(s) =


1, if |s| ≤ m̃,
0, if |s| ≥ m̃+ 1,

m̃+ 1− |s|, if m̃ ≤ |s| ≤ m̃+ 1,

where m̃ is a non-negative real parameter with m̃ > k.

Proposition 3.10 Assume that assumptions (3.2)–(3.6) hold true and let un be a solution of the
approximate problem (Pn). Then for all k > 0

M(|∇Tk(un)|)→M(|∇Tk(u)|) strongly in L1(Q) as n tends to infinity.
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Proof. In order to prove the modular convergence of the truncation Tk(un), we shall show the
following assertions:
Assertion (i)

Boundedness of the sequence (a(x, t, un,∇un))n in (LM (Q))N .

Assertion (ii)

lim
m̃→∞

lim sup
n→∞

∫
{m̃≤|un|≤m̃+1}

a(x, t, un,∇un)∇un dx dt = 0. (3.30)

Assertion (iii)
Tk(un)→ Tk(u) modular convergence in W 1,x

0 LM (Q).

Proof of Assertion (i). Let ϕ ∈ (EM (Q))N with ‖ϕ‖M,Q = 1. Using the assumption (3.4), one has∫
Q

[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un), ϕ)][∇Tk(un)− ϕ] dx dt ≥ 0,

which gives∫
Q
a(x, t, Tk(un),∇Tk(un))ϕdx dt ≤

∫
Q
a(x, t, Tk(un),∇Tk(un))∇Tk(un) dx dt

−
∫
Q
a(x, t, Tk(un), ϕ)[∇Tk(un)− ϕ] dx dt.

On the one hand, by (3.20) and (3.22), we have∫
Q
a(x, t, Tk(un),∇Tk(un))∇Tk(un) dx dt ≤ Ck.

On the other hand, for λ large enough, and thanks to (3.2), we get

∫
Q
M(a(x, t, Tk(un), ϕ)) dx dt ≤ β

(∫
Q
M

(
h(x, t)

λ

)
dx dt+

1

λ

∫
Q
M(k4|ϕ|) dx dt+C

)
≤ C,

hence (a(x, t, Tk(un), ϕ))n is bounded in (LM (Q))N .

At present, since Tk(un) is bounded in W 1,x
0 LM (Q), it obviously follows that∫

Q
a(x, t, Tk(un), ϕ)[∇Tk(un)− ϕ] dx dt ≤ C.

So, by using the dual norm, we conclude that (a(x, t, Tk(un),∇Tk(un)))n is a bounded sequence in
(LM (Q))N . Thus, up to a subsequence

a(x, t, Tk(un),∇Tk(un)) ⇀ hk in (LM (Q))N for σ(
∏
LM ,

∏
EM )

for some hk ∈ (LM (Q))N .
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Proof of Assertion (ii). Taking v = b(un) + exp(−G(un))T1(un − Tm̃(un))− as a test function in
(Pn), we get

−
∫ T

0

〈∂b(un)

∂t
, exp(−G(un))T1(un − Tm̃(un))−

〉
dt

+

∫
{−(m̃+1)≤un≤−m̃}

a(x, t, un,∇un)∇un exp(−G(un)) dx dt

+ n

∫
Q
m(Tn(un − ψ)−) exp(−G(un))T1(un − Tm̃(un))− dx dt

≤
∫
Q
|γ(x, t)| exp(−G(un))T1(un − Tm̃(un))− dx dt

+

∫
Q
|fn|T1(un − Tm̃(un))−dxdt.

By setting βm̃(r) = −
∫ r

0 b
′(s)T1(s− Tm̃(s))− exp(−G(s)) ds, and using the fact that

+ n

∫
Q
m(Tn(un − ψ)−) exp(−G(un))T1(un − Tm̃(un))− dx dt ≥ 0,

we obtain

∫
Ω
βm̃(un(T )) dx+

∫
{−(m̃+1)≤un≤−m̃}

a(x, t, un,∇un)∇un exp(−G(un)) dx dt

≤ exp

(‖ρ‖L1(Ω)

α

) (∫
{|un|>m̃}

|fn| dx dt

+

∫
{|un|>m̃}

|γ|dx dt+

∫
{|b(u0n)|>m̃}

|b(u0n)|dx
)
.

Since βm̃(r) ≥ 0, γ ∈ L1(Q) and by using (3.13) and (3.14), then Lebesgue’s Theorem, we deduce
that

lim
m̃→∞

lim
n→∞

∫
{−(m̃+1)≤un≤−m̃}

a(x, t, un,∇un)∇un dx dt = 0. (3.31)

On the other hand, if we set v = b(un)− exp(G(un))T1(un − Tm̃(un))+ as a test function in the
approximate problem (Pn) and reason as in the proof of (3.31), we deduce that

lim
m̃→∞

lim
n→∞

∫
{m̃≤un≤m̃+1}

a(x, t, un,∇un)∇un dx dt = 0. (3.32)

Thus (3.30) follows from (3.31) and (3.32).

Proof of Assertion (iii). Taking v = b(un) − exp(G(un))(Tk(un) − Tk(αkj )µ)+hm̃(un) as a test
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function in the approximate problem (Pn), we obtain∫ T

0

〈∂b(un)

∂t
, exp(G(un))(Tk(un)− Tk(αkj )µ)+hm̃(un)

〉
dt

+

∫
{Tk(un)−Tk(αkj )µ≥0}

a(x, t, un,∇un)∇(Tk(un)− Tk(αkj )µ) exp(G(un))hm̃(un) dx dt

−
∫
{m̃≤un≤m̃+1}

exp(G(un))a(x, t, un,∇un)∇un(Tk(un)− Tk(αkj )µ)+ dx dt

− n
∫
Q
m(Tn(un − ψ)−) exp(G(un))(Tk(un)− Tk(αkj )µ)+hm̃(un) dx dt

≤
∫
Q
γ(x, t) exp(G(un))(Tk(un)− Tk(αkj )µ)+hm̃(un) dx dt

+

∫
Q
fn exp(G(un))(Tk(un)− Tk(αkj )µ)+hm̃(un) dx dt.

(3.33)

Observe that

−
∫
{m̃≤un≤m̃+1}

exp(G(un))a(x, t, un,∇un)∇un(Tk(un)− Tk(αkj )µ)+ dx dt

≤ 2k exp

(‖ρ‖L1(R)

α

)∫
{m̃≤un≤m̃+1}

a(x, t, un,∇un)∇un dx dt.

Thus, thanks to Assertion (ii), the third term of (3.33) tends to zero as n and m̃ tends to infinity, and
by Lebesgue’s Theorem, we deduce that the right-hand side converges to zero as n, j and µ tend to
infinity. Indeed, since

(Tk(un)− Tk(αkj )µ)+ ⇀ (Tk(u)− Tk(αkj )µ)+ weakly in (EM (Q))N as n→∞,
(Tk(u)− Tk(αkj )µ)+ ⇀ (Tk(u)− Tk(u)µ)+ weakly in (EM (Q))N as j →∞,

and
(Tk(u)− Tk(u)µ)+ ⇀ 0 weakly in (EM (Q))N as µ→∞.

So, it’s easy to see that∣∣∣∣−n ∫
Q
m(Tn(un − ψ)−) exp(G(un))(Tk(un)− Tk(αkj )µ)+hm̃(un) dx dt

∣∣∣∣→ 0,

as n, j and µ→∞. Let ε(n, m̃, j, µ) > 0 be a positive sequence such that

lim
µ→∞

lim
j→∞

lim
m̃→∞

lim
n→∞

ε(n, m̃, j, µ) = 0.

Therefore, (3.33) becomes∫ T

0

〈∂b(un)

∂t
, exp(G(un))(Tk(un)− Tk(αkj )µ)+hm̃(un)

〉
dt

+

∫
{Tk(un)−Tk(αkj )µ≥0}

exp(G(un))a(x, t, un,∇un)

×∇(Tk(un)− Tk(αkj )µ)hm̃(un) dx dt ≤ ε(n, m̃, j, µ).

(3.34)
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Thanks to [25, Lemma 3.2], we deduce that∫ T

0

〈∂b(un)

∂t
, exp(G(un))hm̃(un)(Tk(un)− Tk(αkj ))+

〉
dt ≥ ε(n, j, µ).

On the other hand, the second term of left-hand side of (3.34) reads as∫
{Tk(un)−Tk(αkj )µ≥0}

exp(G(un))a(x, t, un,∇un)

×∇(Tk(un)− Tk(αkj )µ)hm̃(un) dx dt

=

∫
{Tk(un)−Tk(αkj )µ≥0}

exp(G(un))a(x, t, Tk(un),∇Tk(un))

×∇(Tk(un)− Tk(αkj )µ)hm̃(un) dx dt

−
∫
{Tk(un)−Tk(αkj )µ≥0; |un|>k}

exp(G(un))a(x, t, un,∇un)

×∇Tk(αkj )µhm̃(un) dx dt.

Now, observe that∣∣∣∣∣
∫
{Tk(un)−Tk(αkj )µ≥0; |un|>k}

exp(G(un))a(x, t, un,∇un)∇Tk(αkj )µhm̃(un) dx dt

∣∣∣∣∣
≤ C

∫
{Tk(un)−Tk(αkj )µ≥0; |un|>k}

|a(x, t, Tm̃+1(un),∇Tm̃+1(un))||∇Tk(αkj )µ|dx dt.

(3.35)

On the one hand, since (|a(x, t, Tm̃+1(un),∇Tm̃+1(un))|)n is bounded in (LM (Q))N , we get for a
subsequence that

|a(x, t, Tm̃+1(un),∇Tm̃+1(un))|⇀ hm̃+1 weakly in (LM (Q))N

for σ(
∏
LM (Q),

∏
EM (Q)). Since |∇Tk(αkj )µχ{un>k}| converges to |∇Tk(αkj )µχ{u>k}| strongly

in (EM (Q))N , so by tending n to infinity, we get∫
{|un|>k}

|a(x, t, Tm̃+1(un),∇Tm̃+1(un))||∇Tk(αkj )µ| dx dt→
∫
{|u|>k}

hm̃+1|∇Tk(αkj )µ|dx dt.

Using now, the modular convergence of∇Tk(αkj )µ to ∇Tk(u) as j and µ tend to infinity, we get∫
{|u|>k}

hm̃+1|∇Tk(αkj )µ|dx dt→
∫
{|u|>k}

hm̃+1|∇Tk(u)|dx dt.

Therefore, since∇Tk(u) = 0 in {|u| > k}, we deduce that∫
{|un|>k}

|a(x, t, Tm̃+1(un),∇Tm̃+1(un))||∇Tk(αkj )µ|dx dt = ε(n, j, µ).

Combining this with (3.35), we get∫
{Tk(un)−Tk(αkj )µ≥0}

exp(G(un))a(x, t, Tk(un),∇Tk(un))

×∇(Tk(un)− Tk(αkj )µ)hm̃(un) dx dt ≤ ε(n, j, µ).

(3.36)
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On the other hand, we have∫
{Tk(un)−Tk(αkj )µ≥0}

exp(G(un))a(x, t, Tk(un),∇Tk(un))

×∇(Tk(un)− Tk(αkj )µ)hm̃(un) dx dt

≥
∫
{Tk(un)−Tk(αkj )µ≥0}

[
a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(αkj )µχjs)

]
× [∇Tk(un)−∇Tk(αkj )µχjs] exp(G(un))hm̃(un) dx dt

+

∫
{Tk(un)−Tk(αkj )µ≥0}

a(x, t, Tk(un), Tk(α
k
j )µχ

j
s)[∇Tk(un)−∇Tk(αkj )µχjs]

× exp(G(un))hm̃(un) dx dt

− C
∫
Q\Qj,s

|a(x, t, Tk(un),∇Tk(un))||∇Tk(αkj )µ|hm̃(un) dx dt,

(3.37)

where χjs denotes the characteristics function of the subset Qj,s defined as in (3.29).

For the third term on the right-hand side of (3.37), and by tending n, j, m̃ and µ to infinity, it
obviously follows that

− C
∫
Q\Qj,s

|a(x, t, Tk(un),∇Tk(un))||∇Tk(αkj )µ|hm̃(un) dx dt

= −C
∫
Q\Qs

hk|∇Tk(u)| dx dt+ ε(n, j, m̃, µ).

(3.38)

For what concerns the second term on the right-hand side of (3.37), we can write,∫
{Tk(un)−Tk(αkj )µ≥0}

a(x, t, Tk(un),∇Tk(αkj )µχjs)[∇Tk(un)−∇Tk(αkj )µχjs]

× exp(G(un))hm̃(un) dx dt

=

∫
{Tk(un)−Tk(αkj )µ≥0}

a(x, t, Tk(un),∇Tk(αkj )µχjs)∇Tk(un)

× exp(G(un))hm̃(un) dx dt

−
∫
{Tk(un)−Tk(αkj )µ≥0}

a(x, t, Tk(un),∇Tk(αkj )µχjs)∇Tk(αkj )µχjs

× exp(G(un))hm̃(un) dx dt.

(3.39)

Starting with the first term of the last equality, since

exp(G(un))a(x, t, Tk(un),∇Tk(αkj )µχjs)hm̃(un)χ{Tk(un)−Tk(αkj )µ≥0}

→ exp(G(u))a(x, t, Tk(u),∇Tk(αkj )µχjs)hm̃(u)χ{Tk(u)−Tk(αkj )µ≥0}

strongly in (EM (Q))N as n tends to infinity, and since ∇Tk(un) converges to ∇Tk(u) weakly in
(LM (Q))N for σ(

∏
LM ,

∏
EM (Q)), by Proposition 3.9 we deduce that∫

{Tk(un)−Tk(αkj )µ≥0}
exp(G(un))a(x, t, Tk(un),∇Tk(αkj )µχjs)∇Tk(un)hm̃(un) dx dt

=

∫
{Tk(u)−Tk(αkj )µ≥0}

exp(G(u))a(x, t, Tk(u),∇Tk(αkj )µχjs)∇Tk(u)hm̃(u) dx dt+ ε(n),
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and by letting j, s and µ to infinity, one easily has

∫
{Tk(u)−Tk(αkj )µ≥0}

exp(G(u))a(x, t, Tk(u),∇Tk(αkj )µχjs)∇Tk(u)hm̃(u) dx dt

=

∫
Q

exp(G(u))a(x, t, Tk(u),∇Tk(u))∇Tk(u)hm̃(u) dx dt+ ε(n, j, s, µ).

In the same way, for the second term on the right-hand side of (3.39), we have

−
∫
{Tk(un)−Tk(αkj )µ≥0}

exp(G(un))a(x, t, Tk(un),∇Tk(αkj )µχjs)∇Tk(αkj )µχjshm̃(un) dx dt

= −
∫
Q

exp(G(u))a(x, t, Tk(u),∇Tk(u))∇Tk(u)hm̃(u) dx dt+ ε(n, j, s, µ).

Adding the two last equalities, we get∫
{Tk(un)−Tk(αkj )µ≥0}

exp(G(un))a(x, t, Tk(un),∇Tk(αkj )µχjs)

× [∇Tk(un)−∇Tk(αkj )µχjs]hm̃(un) dx dt = ε(n, j, s, µ).

(3.40)

Combining (3.36)–(3.38) and (3.40), we then conclude

exp(G(−∞))

∫
{Tk(un)−Tk(αkj )µ≥0}

[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(αkj )µχjs]

× [∇Tk(un)−∇Tk(αkj )µχjs]hm̃(un) dx dt

≤ C
∫
Q\Qs

hm̃+1|∇Tk(u)| dx dt+ ε(n, j, s, µ).

(3.41)

Now, taking v = b(un) + exp(−G(un))(Tk(un) − Tk(α
k
j )µ)hm̃(un) as a test function in the

approximate problem (Pn) and reasoning as in (3.41) it is possible to conclude that

exp(G(−∞))

∫
{Tk(un)−Tk(αkj )µ≤0}

[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(αkj )µχjs]

× [∇(Tk(un)−∇Tk(αkj )µχjs]hm̃(un) dx dt

≤ C
∫
Q\Qs

hm̃+1|∇Tk(u)| dx dt+ ε(n, j, s, µ).

(3.42)

Finally, by (3.41) and (3.42), we get

exp(G(−∞))

∫
Q

[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(αkj )µχjs]

× [∇(Tk(un)−∇Tk(αkj )µχjs]hm̃(un) dx dt

≤ C
∫
Q\Qs

hm̃+1|∇Tk(u)| dx dt+ ε(n, j, s, µ).

(3.43)
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On the other hand∫
Q

[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(u)χs)]

× [∇Tk(un)−∇Tk(u)µχs]hm̃(un) dx dt

−
∫
Q

[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(αkj )µχjs)]

× [∇Tk(un)−∇Tk(αkj )µχjs]hm̃(un) dx dt

=

∫
Q
a(x, t, Tk(un),∇Tk(αkj )µχjs)[∇Tk(un)−∇Tk(αkj )µχjs]hm̃(un) dx dt

−
∫
Q
a(x, t, Tk(un),∇Tk(u)χs)[∇Tk(un)−∇Tk(u)µχs]hm̃(un) dx dt

+

∫
Q
a(x, t, Tk(un),∇Tk(un))[∇Tk(αkj )µχjs)−∇Tk(u)µχs]hm̃(un) dx dt;

(3.44)

it is easy to see that each integral on the right-hand side of (3.44) has the form ε(n, j, µ) or
ε(n, j, s, µ), which implies that∫

Q
[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(u)χs)]

× [∇Tk(un)−∇Tk(u)χs]hm̃(un) dx dt

−
∫
Q

[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(αkj )µχjs)]

× [∇Tk(un)−∇Tk(αkj )µχjs]hm̃(un) dx dt ≤ ε(n, j, s, µ).

(3.45)

Furthermore, using (3.43) and (3.45), we have∫
Q

[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(u)χs)]

× [∇Tk(un)−∇Tk(u)χs]hm(um̃) dx dt

≤ C
∫
Q\Qs

hk|∇Tk(u)|dx dt+ ε(n, j, s, µ).

(3.46)

Now, we remark that∫
Q

[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(u)χs)]

× [∇Tk(un)−∇Tk(u)χs] dx dt

=

∫
Q

[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(u)χs)]

× [∇Tk(un)−∇Tk(u)χs]hm̃(un) dx dt

+

∫
Q

[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(u)χs)]

× [∇Tk(un)−∇Tk(u)χs](1− hm̃(un)) dx dt.

(3.47)
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Since 1− hm̃(un) = 0 in {(x, t) : ∈ |un(x, t)| ≤ m̃} and since {|un| ≤ k} ⊂ {|un| ≤ m̃}, for m̃
large enough the second term on the right-hand side of (3.47) can be written as follows∫

Q
[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(u)χs)]

× [∇Tk(un)−∇Tk(u)χs](1− hm̃(un)) dx dt

= −
∫
Q
a(x, t, Tk(un),∇Tk(un))∇Tk(u)χs(1− hm̃(un)) dx dt

−
∫
Q
a(x, t, Tk(un),∇Tk(u)χs)∇Tk(un)(1− hm̃(un)) dx dt

(3.48)

Because (a(x, t, Tk(un),∇Tk(un))n is bounded in (LM (Q))N uniformly in n and∇Tk(u)χs(1−
hm̃(un)) converges strongly to zero in (EM (Q))N , the first term on the right-hand side of (3.48)
converges to zero as n goes to infinity.

The second term converges also to zero, because

a(x, t, Tk(un),∇Tk(u)χs)→ a(x, t, Tk(u),∇Tk(u)χs) strongly in (LM (Q))N

and
∇Tk(un)(1− hm̃(un)) ⇀ ∇Tk(u)(1− hm̃(u)) weakly in (EM (Q))N .

Finally, we deduce that

lim
n→∞

∫
Q

[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(u)χs)]

× [∇Tk(un)−∇Tk(u)χs](1− hm̃(un)) dx dt = 0.

(3.49)

Combining (3.46), (3.47) and (3.49), we get∫
Q

[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(u)χs)][∇Tk(un)−∇Tk(u)χs] dx dt

≤ C
∫
Q\Qs

hm̃+1|∇Tk(u)| dx dt+ ε(n, j, m̃, s, µ).

Letting n, j, m̃, s and µ to infinity, we deduce that∫
Q

[a(x, t, Tk(un),∇Tk(un))− a(x, t, Tk(un),∇Tk(u)χs)][∇Tk(un)−∇Tk(u)χs] dx dt (3.50)

converges to zero. Consequently, by Lemma 3.2 we deduce that

M(|∇Tk(un)|)→M(|∇Tk(u)|) strongly in L1(Q).

This ends the proof of Proposition 3.10. �

Proposition 3.11 Let un be a solution of the approximate problem (Pn). Then

u ≥ ψ a.e. in Q.
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Proof. Thanks to (3.17), we can write
∫
Qm(Tn(un − ψ)−) dx dt ≤ C

n . And by using Fatou’s
Lemma as n→∞, we have that

∫
Qm((u− ψ)−) dx dt converges to zero. Now, by using the fact

that m(z) = 0 is equivalent to z = 0, we get (u− ψ)− = 0 a.e. in Q. Consequently we conclude
that u ≥ ψ a.e. in Q. �

Step 4. Equi-integrability of the nonlinearities. First, note that thanks to (3.50), we obtain that
∇un converges to∇u a.e. in Q (for a subsequence).

Now, we will show that

g(x, t, un,∇un)→ g(x, t, u,∇u) strongly in L1(Q).

Considering v = b(un) − exp(G(un))
∫ un

0 ρ(s)χ{s>h} ds as a test function in the approximate
problem (Pn), we obtain∫

Ω
B̃h(u(T )) dx+

∫
Q
a(x, t, un,∇un)∇unρ(un)χ{un>h} exp(G(un)) dx dt

+

∫
Q
a(x, t, un,∇un)∇un

ρ(un)

α

∫ un

0
ρ(s)χ{s>h} dsdx dt

+

∫
Q
gn(x, t, un,∇un) exp(G(un))

∫ un

0
ρ(s)χ{s>h} ds dx dt

− n
∫
Q
m(Tn(un − ψ)−) exp(G(un))

∫ un

0
ρ(s)χ{s>h} ds dx dt

≤
∫
Q
|fn| exp(G(un))

∫ un

0
ρ(s)χ{s>h} ds dx dt+

∫
Ω
B̃h(b(u0n)) dx,

where B̃h(r) =
∫ r

0 b
′(s) exp(G(s))

∫ s
0 ρ(τ)χ{τ>h} dτ ds ≥ 0, which implies that∫

Q
a(x, t, un,∇un)∇unρ(un)χ{un>h} dx dt

≤
(∫ ∞

h
ρ(s) ds

)
exp

(‖ρ‖L1(R)

α

)(
‖γ‖L1(Q) + ‖fn‖L1(Q) + ‖b(u0n)‖L1(Ω) + C

)
.

Using the coercivity condition (3.5) and since
∫ un

0 ρ(s)χ{s>h} ds ≤
∫∞
h ρ(s) ds, we get∫

{un>h}
M(|∇un|)ρ(un) dx dt ≤ C

∫ ∞
h

ρ(s) ds.

And since ρ ∈ L1(R), we deduce that

lim
h→∞

sup
n∈N

∫
{un>h}

ρ(un)M(|∇un|) dx dt = 0. (3.51)

Similarly, let v = b(un)− exp(−G(un))
∫ 0
un
ρ(s)χ{s<−h} ds as a test function in the approximate

problem (Pn), we conclude that

lim
h→∞

sup
n∈N

∫
{un<−h}

ρ(un)M(|∇un|) dx dt = 0. (3.52)
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Consequently, combining (3.51) and (3.52), we conclude that

lim
h→∞

sup
n∈N

∫
{|un|>h}

ρ(un)M(|∇un|) dx dt = 0,

which, for h large enough and for a subset E of Q, implies that

lim
meas(E)→0

∫
E
ρ(un)M(|∇un|) dx dt

≤ max
|un|<h

(ρ(s)) lim
meas(E)→0

∫
E
M(|∇Th(un)|) dx dt

+ lim
meas(E)→0

∫
E∩{|un|>h}

ρ(un)M(|∇un|) dx dt.

So, we conclude that ρ(un)M(|∇un|) is equi-integrable, which implies that

ρ(un)M(|∇un|)→ ρ(u)M(|∇u|) in L1(Q).

Consequently, using (3.6) and Vitali’s Theorem, we conclude the equi-integrability of the nonlineari-
ties.

Step 5. Passage to the limit. Let φ ∈ Kb(ψ) ∩ D(Q) and τ ∈ (0, T ). Choosing now v =
b(un)− Tk(b(un)− φ)ξ(0,τ) as a test function in (Pn), we get∫ T

0

〈∂b(un)

∂t
, Tk(b(un)− φ)ξ(0,τ)

〉
dt+

∫
Qτ

a(x, t, un,∇un)∇Tk(b(un)− φ) dx dt

+

∫
Qτ

gn(x, t, un,∇un)Tk(b(un)− φ) dx dt− n
∫
Qτ

m(Tn(un − ψ)−)Tk(b(un)− φ) dx dt

=

∫
Qτ

fnTk(b(un)− φ) dx dt.

Since φ ∈ Kb(ψ) ∩ D(Q), we have − n
∫
Qτ
m(Tn(un − ψ)−)Tk(b(un)− φ) dx dt ≥ 0, and∫

Qτ

a(x, t, un,∇un)∇Tk(b(un)− φ) dx dt

=

∫
Qτ

a(x, t, un,∇un)
(
b′(Tk+‖φ‖∞(un))∇Tk+‖φ‖∞(un)−∇φ

)
χ{|b(un)−φ|<k} dx dt

=

∫
Qτ

a(x, t, u,∇u)
(
b′(Tk+‖φ‖∞(u))∇Tk+‖φ‖∞(u)−∇φ

)
χ{|b(u)−φ|<k} dx dt+ ε(n)

=

∫
Qτ

a(x, t, u,∇u)∇Tk(b(u)− φ) dx dt+ ε(n).

Thus, we obtain∫
Ω
Tk(b(un(τ))− φ(τ)) dx+

∫ τ

0

〈∂φ
∂t
, Tk(b(un)− φ)

〉
dt

+

∫
Qτ

a(x, t, un,∇un)
(
b′(Tk+‖φ‖∞(un))∇Tk+‖φ‖∞(un)−∇φ

)
χ{|b(un)−φ|<k} dx dt

+

∫
Qτ

gn(x, t, un,∇un)Tk(b(un)− φ) dx dt

≤
∫
Qτ

fnTk(b(un)− φ) dx dt+

∫
Ω
Tk(b(u0n)− φ(0)) dx.
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Hence, by passing to the limit, we obtain∫
Ω
Tk(b(u(τ))− φ(τ)) dx+

∫ τ

0

〈∂φ
∂t
, Tk(b(u)− φ)

〉
ds

+

∫
Qτ

a(x, t, u,∇u)∇Tk(b(u)− φ) dx dt+

∫
Qτ

g(x, t, u,∇u)Tk(b(u)− φ) dx dt

≤
∫
Qτ

fTk(b(u)− φ) dx dt+

∫
Ω
Tk(b(u0)− φ(0)) dx.

Now, since for every v ∈ Kb(ψ) ∩L∞(Q), there exists φj ∈ Kb(ψ) ∩D(Q) such that vj converges to

v for the modular convergence in W 1,x
0 LM (Q) and ∂vj

∂t converges to ∂v
∂t for the modular convergence

in W−1,xLM (Q) + L1(Q). Then we conclude that u satisfies (3.12).

As a conclusion of Step 1 to Step 5, the proof of Theorem 3.5 is complete. �
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