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1 Introduction

It is a well known fact that the problem of controllability of semilinear systems in infinite-
dimensional spaces can be converted into solvability problem of a functional operator equation in
appropriate Banach spaces, and fixed-point theory has been widely used in the literature to establish
this solvability [10, 15, 28, 29]. Nonlocal conditions are generally more practical for the physical
measurements as compared to the classical conditions. The importance of nonlocal conditions has
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been discussed in the pioneering work [7]. Nonlocal conditions were used in [12] to describe, for
instance, the diffusion phenomenon of a small amount of gas in a transparent tube. The concept
of fixed point theory has been extended to infinite-dimensional semilinear control systems with
nonlocal initial conditions, among others, we refer to the papers [4, 6, 14].

Impulsive differential equations have become important in recent years as mathematical models
of phenomena in both physical and social sciences (see for instance [13, 17, 19, 27] and references
in these papers). In [16, 8] authors studied the controllability of impulsive functional differential
systems in Banach spaces by Schaefer’s fixed point theorem. In [21] authors considered the con-
trollability of impulsive neutral integro-differential infinite-dimensional systems with infinite delay.
For more recent development in the field of controllability of impulsive differential systems in in-
finite dimensional spaces, we refer to the work of Sakthivel and his co-workers [23, 24, 25] and
references therein.

No doubt, enough literature is available for integral-order infinite dimensional systems, but as
far as controllability is concerned there is a wide gap between integral-order and fractional-order
infinite-dimensional systems. Recently, fractional differential equations attracted many authors as
these equations can represent many engineering, physics, continuum mechanics, signal processing,
electromagnetic, and economics problems in more efficient way, see for instance [22] and subse-
quently the papers [19, 2, 5, 11, 18, 20, 31, 32] and references therein.

In this paper, we are concerned with the controllability of the fractional order differential equa-
tion in a Banach space X

dα

dtα
x(t) = f(t, x(t), x(a1(t)), . . . , x(am(t)))

+Ax(t) +Bu(t), t ∈ J = [0, T ], t 6= ti, (1.1)

x(0) + g(x) = x0, (1.2)

∆x(ti) = Ii(x(t−i )), (1.3)

In [27], authors have investigated the existence of mild solutions of the system


Dαx(t) = Ax(t) + f(t, x(t)), t ∈ [0, T ], t 6= tk,
x(0) = x0 ∈ X,

∆x|t=tk = Ik(x(t−k )), k = 1, . . . ,m,
(1.4)

and corrected the errors in [19], and generalized some existing results. Recently in [9] authors
extended the definition of mild solutions given in [27] to the systems of the form (1.1)–(1.3) when
B ≡ 0.

Although there are few recent papers on the controllability of fractional-order semilinear sys-
tems, see [3, 30, 26] and references therein, but it should be noted down here that all these papers,
when impulsive effect is considered, are based on the mild solutions given in [19]. In this paper we
corrected the errors of mild solutions in previous papers on the controllability of fractional-order
semilinear systems.

The organization of this paper is as follows. In Section 2, we present some necessary definitions
and preliminary results that will be used to prove our main result. The proof of our main result is
given in Section 3. To apply the results of this paper one example is presented in the last section.
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2 Preliminaries

In this paper, we shall establish the sufficient conditions for the controllability of system (1.1)–(1.3),
where the state variable x(·) takes values in Banach Space (X, ‖ · ‖X) and the control function u(·)
belongs to Y = L2([0, T ];U), the Banach space of admissible control functions with a Banach
space U . dα

dtα is Caputo’s fractional derivative of order 0 < α < 1, i = 1, 2, · · · , p, 0 = t0 <
t1 < t2 < · · · < tp < tp+1 = T . The linear operator A, defined from the domain D(A) ⊂ X
into X , is such that A generates α–resolvent family {Sα(t) : t ≥ 0} of bounded linear operators in
X , for the theory of resolvent operator we refer [22, 1]. B : U → X is a bounded linear operator.
The nonlinear map f is defined from J × Xm+1 into X , for each of j the map aj is defined on
J := [0, T ] into J and ∆x(ti) = x(t+i )− x(t−i ), x(t+i ), x(t−i ) denotes the right and the left limit of
x at ti, respectively. In general the derivatives x′(ti) do not exist, we assume that x′(ti) = x′(ti−0)
at the point of discontinuity ti of the solution t→ x(t).

Before proceeding further, we recall some basic definitions and properties from the fractional
calculus and operators theory.

The Mittag–Leffler function is an important function that finds widespread use in the world
of fractional calculus. Just as the exponential naturally arises out of the solution to integer order
differential equations, the Mittag–Leffler function plays an important role in the solution of non-
integer order differential equations. The standard definition of the Mittag–Leffler function (see [22])
is given as

Eα(z) =

∞∑
k=0

zk

Γ(αk + 1)
.

It is also common to represent the Mittag–Leffler function in two arguments, α and β, such that

Eα,β(z) =

∞∑
k=0

zk

Γ(αk + β)
=

1

2πi

∫
Ha

eµ
µα−β

µα − z
dµ, α, β > 0, z ∈ C,

where Ha is a Hankel path, that is a contour which starts and ends at −∞ and encircles the disc
|µ| ≤ |z|

1
α counter clockwise. The Laplace transform of the Mittag–Leffler function is given as:

L(tβ−1Eα,β(−ραtα)) =
λα−β

λα + ρα
, <e λ > ρ

1
α , ρ > 0.

Definition 2.1 Caputo’s derivative of order α for a function f : [0,∞)→ R is defined as

dαf(t)

dtα
=

1

Γ(n− α)

∫ t

0
(t− s)n−α−1f (n)(s) ds,

for n− 1 < α < n, n ∈ N . If 0 < α ≤ 1, then

dαf(t)

dtα
=

1

Γ(1− α)

∫ t

0
(t− s)−αf (1)(s) ds.

The Laplace transform of the Caputo derivative of order α > 0 is given as

L{Dα
t f(t);λ} = λαf̂(λ)−

n−1∑
k=0

λα−k−1f (k)(0); n− 1 < α ≤ n.
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Definition 2.2 ([2, Definition 2.3]) Let A be a closed and linear operator with domain D(A) de-
fined on a Banach space X and α > 0. Let ρ(A) be the resolvent set of A. We call A the generator
of an α–resolvent family if there exists ω ≥ 0 and a strongly continuous function Sα : R+ → L(X)
such that {λα : <e λ > ω} ⊂ ρ(A) and

(λαI −A)−1x =

∫ ∞
0

e−λtSα(t)x dt, <e λ > ω, x ∈ X. (2.1)

In this case, Sα(t) is called the α−resolvent family generated by A.

Definition 2.3 ([1, Definition 2.1]) LetA be a closed linear operator with the domainD(A) defined
in a Banach space X and α > 0. We say that A is the generator of a solution operator if there exist
ω ≥ 0 and a strongly continuous function Sα : R+ → L(X) such that {λα : <e λ > ω} ⊂ ρ(A)
and

λα−1(λαI −A)−1x =

∫ ∞
0

e−λtSα(t)x dt, <e λ > ω, x ∈ X, (2.2)

in this case, Sα(t) is called the solution operator generated by A.

Let us consider the set of functions

PC(J,X) = {x : J → X : x ∈ C((tk, tk+1], X), k = 0, 1, . . . p and there exist

x(t−k ) and x(t+k ) for k = 1, . . . , p with x(t−k ) = x(tk)},

endowed with the norm ‖x‖PC = supt∈J ‖x(t)‖X . Then (PC(J,X), ‖.‖PC) is a Banach space.

Lemma 2.4 ([27]) Consider the following Cauchy problem
Dα
t x(t) +Ax(t) = Bu(t)

+f(t, x(t), x(a1(t)), . . . , x(am(t))), t > t0, t0 ≥ 0, 0 < α < 1,
x(t0) = x0 ∈ X.

(2.3)

If f satisfies the uniform Hölder condition with exponent β ∈ (0, 1] and A is a sectorial operator,
then the unique solution of this Cauchy problem is given by

x(t) = Tα(t− t0)x(t+0 ) +

∫ t

0
Sα(t− s)Bu(s) ds

+

∫ t

t0

Sα(t− θ)f(θ, x(θ), x(a1(θ)), . . . , x(am(θ))) dθ, (2.4)

where

Tα(t) = Eα,1(−Atα) =
1

2πi

∫
B̂r

eλt
λα−1

λα +A
dλ,

Sα(t) = tα−1Eα,α(−Atα) =
1

2πi

∫
B̂r

eλt
1

λα +A
dλ,

where B̂r denotes the Bromwich path. Sα(t) is called the α−resolvent family and Tα(t) is the
solution operator, generated by −A.
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Proof. The proof is similar as Lemma 3.1 in [9]. �

Definition 2.5 A solution x ∈ PC(J,X) of the integral equation

x(t) =



Tα(t)(x0 − g(x)) +
∫ t
0 Sα(t− s)Bu(s) ds

+
∫ t
0 Sα(t− s)f(s, x(s), x(a1(s)), . . . , x(am(s))) ds, t ∈ [0, t1];

Tα(t− t1)[x(t−1 ) + I1(x(t−1 ))] +
∫ t
t1
Sα(t− s)Bu(s) ds

+
∫ t
t1
Sα(t− s)f(s, x(s), x(a1(s)), . . . , x(am(s))) ds, t ∈ (t1, t2];

...
Tα(t− tp)[x(t−p ) + Ip(x(t−p ))] +

∫ t
tp
Sα(t− s)Bu(s) ds

+
∫ t
tp
Sα(t− s)f(s, x(s), x(a1(s)), . . . , x(am(s))) ds, t ∈ (tp, T ].

(2.5)

is called a mild solution of the problem (1.1).

Note that, mild solution (2.5) depends on control functions u(·). The solution of (1.1)–(1.3) under a
control u(·), denoted by x(·;u), is called the trajectory (state) function of (1.1) under u(·). The set
of all possible terminal states, denoted by

KT (f) := {x(T ;u) ∈ X : u ∈ L2([0, T ];U)}, (2.6)

is called the reachable set of system (1.1) at terminal time T .

Definition 2.6 System (1.1)–(1.3) is said to be controllable on J if KT (f) = X .

3 The main results

If α ∈ (0, 1) and A ∈ Aα(θ0, ω0), then for any x ∈ X and t > 0, (see [27] for details), we have

‖Tα(t)‖L(X) ≤M1e
ωt and ‖Sα(t)‖L(X) ≤ Ceωt(1 + tα−1), t > 0, ω > ω0.

Let
M̃T = sup

0≤t≤T
‖Tα(t)‖L(X) and M̃S = sup

0≤t≤T
Ceωt(1 + t1−α),

where L(X) is the Banach space of bounded linear operators from X into X equipped with its
natural topology. So we have

‖Tα(t)‖L(X) ≤ M̃T and ‖Sα(t)‖L(X) ≤ tα−1M̃S .

Now we introduce the following assumptions:

(H1) There exists a constant Lg > 0 such that ‖g(x)− g(y)‖X ≤ Lg‖x− y‖X .

(H2) The nonlinear map f : [0, T ]×Xm+1 → X is continuous and there exists a constant Lf such
that

‖f(t, x1, x2, . . . , xm+1)− f(s, y1, y2, . . . , ym+1)‖X ≤ Lf [|t− s|+
m+1∑
i=1

‖xi − yi‖X ],

for all (x1, . . . , xm+1) and (y1, . . . , ym+1) in Xm+1 and t ∈ [0, T ].
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(H3) The function Ik : X → X are continuous and there exists Lk > 0 such that

‖Ik(x)− Ik(y)‖X ≤ Lk‖x− y‖X , x, y ∈ X, k = 1, 2, . . . , p,

where L = max {Lk} > Lg.

(H4) For k = 1, 2, 3, · · · , p+ 1, the linear operators Wk : L2([tk−1, tk];U)→ X defined by

Wku =

∫ tk

tk−1

Sα(t− s)Bu(s) ds,

has an invertible operator W−1k taking values in L2([tk−1, tk];U)\ker(Wk) and there exists a
positive constant Mk such that ‖BW−1k ‖ ≤Mk, and M = max{Mk}

Theorem 3.1 Suppose that assumptions (H1)–(H4) are satisfied and

Θ =
(
1 +MM̃S

Tα

α

) (
M̃T (1 + L) + M̃SLf (m+ 1)

Tα

α

)
< 1 .

Then system (1.1)–(1.3) is controllable on J .

Proof. Let z ∈ PC(J,X) be any arbitrary function, now to transfer the system (1.1) from initial
state to z(T ), consider the control

u(t) =



W−11

[
z(t1)− Tα(t1)(x0 − g(x))

−
∫ t1
0 Sα(t1 − s)f(s, x(s), x(a1(s)), . . . , x(am(s))) ds

]
(t), t ∈ [0, t1];

W−12

[
z(t2)− Tα(t2 − t1)[x(t−1 ) + I1(x(t−1 ))

]
−
∫ t2
t1
Sα(t2 − s)f(s, x(s), x(a1(s)), . . . , x(am(s))) ds](t), t ∈ (t1, t2];

...
W−1p+1

[
z(T )− Tα(T − tp)[x(t−p ) + Ip(x(t−p ))]

+
∫ T
tp
Sα(T − s)f(s, x(s), x(a1(s)), . . . , x(am(s))) ds

]
(t), t ∈ (tp, T ].

(3.1)

Define a mapping N from PC(J,X) into itself by

(Nx)(t) =



Tα(t)(x0 − g(x)) +
∫ t
0 Sα(t− s)BW−11

[
z(t1)− Tα(t1)(x0 − g(x))

−
∫ t1
0 Sα(t1 − s) f(s, x(s), x(a1(s)), . . . , x(am(s))) ds

]
(s) ds

+
∫ t
0 Sα(t− s)f(s, x(s), x(a1(s)), . . . , x(am(s))) ds, t ∈ [0, t1];

Tα(t− t1)[x(t−1 ) + I1(x(t−1 ))]

+
∫ t
t1
Sα(t− s)BW−12

[
z(t2)− Tα(t2 − t1)[x(t−1 ) + I1(x(t−1 ))]

−
∫ t2
t1
Sα(t2 − s)f(s, x(s), x(a1(s)), . . . , x(am(s))) ds

]
(s) ds

+
∫ t
t1
Sα(t− s)f(s, x(s), x(a1(s)), . . . , x(am(s))) ds, t ∈ (t1, t2];

...
Tα(t− tp)[x(t−p ) + Ip(x(t−p ))]

+
∫ t
tp
Sα(t− s)BW−1p+1

[
z(T )− Tα(T − tp)[x(t−p ) + Ip(x(t−p ))]

−
∫ T
tp
Sα(T − s)f(s, x(s), x(a1(s)), . . . , x(am(s))) ds

]
(s) ds

+
∫ t
tp
Sα(t− s)f(s, x(s), x(a1(s)), . . . , x(am(s))) ds, t ∈ (tp, T ].
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For convenience, let us take

C(s, x) = BW−11

[
z(t1)− Tα(t1)(x0 − g(x))

−
∫ t1

0
Sα(t1 − s)f(s, x(s), x(a1(s)), . . . , x(am(s))) ds

]
(s), (3.2)

and for i = 2, 3, . . . , p+ 1,

Di(s, x) = BW−1i

[
z(ti)− Tα(ti − ti−1)[x(t−i−1) + Ii−1(x(t−i−1))]

−
∫ ti

ti−1

Sα(ti − s)f(s, x(s), x(a1(s)), . . . , x(am(s))) ds
]
(s). (3.3)

From our assumptions, we have

‖C(s, x)− C(s, y)‖ ≤M1

[
M̃TLg + M̃SLf (m+ 1)

Tα

α

]
‖x− y‖PC , (3.4)

and

‖Di(s, x)−Di(s, y)‖ ≤Mi

[
M̃T (1 + Li−1) + M̃SLf (m+ 1)

Tα

α

]
‖x− y‖PC . (3.5)

Now we show that N is a contraction mapping on PC(J,X). We have

‖Nx(t)−Ny(t)‖X

≤



‖Tα(t)‖(‖g(x)− g(y)‖X) +
∫ t
0 ‖Sα(t− s)‖ ‖C(s, x)− C(s, y)‖ds

+
∫ t
0 ‖Sα(t− s)‖ ‖f(s, x(s), x(a1(s)), . . . , x(am(s)))
− f(s, y(s), y(a1(s)), . . . , y(am(s)))‖ ds, t ∈ [0, t1];

‖Tα(t− t1)‖(‖x(t−1 )− y(t−1 )‖+ ‖I1(x(t−1 ))− I1(y(t−1 ))‖)
+
∫ t
t1
‖Sα(t− s)‖ ‖D2(s, x)−D2(s, y)‖ ds

+
∫ t
t1
‖Sα(t− s)‖ ‖f(s, x(s), x(a1(s)), . . . , x(am(s)))

− f(s, y(s), y(a1(s)), . . . , y(am(s)))‖ds, t ∈ (t1, t2];
...

‖Tα(t− tp)‖L(X)(‖x(t−p )− y(t−p )‖X + ‖Ip(x(t−p ))− Ip(y(t−p ))‖X)

+
∫ t
tp
‖Sα(tp − s)‖ ‖Dp+1(s, x)−Dp+1(s, y)‖ ds

+
∫ t
tp
‖Sα(t− s)‖L(X) ‖f(s, x(s), x(a1(s)), . . . , x(am(s)))

− f(s, y(s), y(a1(s)), . . . , y(am(s)))‖X ds, t ∈ (tp, T ].

Applying the assumptions (H1)–(H3), and using the estimates (3.4)–(3.5), we obtain

‖Nx(t)−Ny(t)‖X

≤


(1 +MM̃S

Tα

α )(M̃TLg + M̃SLf (m+ 1)T
α

α )‖x− y‖PC , t ∈ [0, t1];

(1 +MM̃S
Tα

α )(M̃T (1 + L1) + M̃SLf (m+ 1)T
α

α )‖x− y‖PC , t ∈ (t1, t2];
...

(1 +MM̃S
Tα

α )(M̃T (1 + Lp) + M̃SLf (m+ 1)T
α

α )‖x− y‖PC , t ∈ (tp, T ].

Which implies that for t ∈ [0, T ],

‖Nx−Ny‖PC ≤ Θ ‖x− y‖PC .

Since Θ < 1, hence N is a contraction map. Therefore, by Banach contraction principle N has a
unique fixed point x such that (Nx)(t) = x(t). This fixed point is then a solution of the system
(1.1)–(1.3), and clearly x(T ) = z(T ), which implies that the system is controllable on J . This
completes the proof of the theorem. �
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4 Example

To illustrate the application of the theory we consider the the following partial differential equation
with fractional derivative of the form:

Dα
t y(t, x) +

∂2y(t, x)

∂x2
= Bu(t) + f(t, y(t, x), y(a1(t), x), . . . , y(am(t), x)),

(t, x) ∈ [0, T ]× (0, π), t 6= T

2
,

y(t, 0) = y(t, π), t ∈ [0, T ],

y(0, x) + g(y) = y0,

∆y|t=T
2

= I1(
T−

2
),

where T > 0, 0 < α < 1; y(t, .), y0 ∈ L2([0, π]. Then the above example resembles the control
system (1.1)–(1.3), if we take

(1) X = L2([0, π]) as the state space and y(t, ·) = {y(t, x) : 0 ≤ x ≤ π} as the state.

(2) input trajectory u(t, .) ∈ U as the control, where U is any Banach space.

(3) A : D(A) ⊂ X → X defined by D(A) = {z ∈ X : ∂z∂x ,
∂2z
∂x2
∈ X, are absolutely continuous

and z(0) = z(π) = 0}. Au = ∂2u
∂x2

. Then

Az = −
∞∑
n=1

n2(z, zn)zn, z ∈ D(A),

where zn(x) =
√

2
π sin(nx), n ∈ N is the orthogonal set of eigenvectors of A. It is well

known that A is the infinitesimal generator of an analytic semigroup (T (t))t≥0 in X and that
is given by

T (t)z =
∞∑
n=1

e−n
2t(z, zn)zn, for all z ∈ X, and every t > 0.

From these expression it follows that (T (t))t≥0 is uniformly bounded compact semigroup, so
that, R(λ,A) = (λI −A)−1 is a compact operator for λ ∈ ρ(A) i.e. A ∈ Aα(θ0, ω0).

(4) B : U → X is any bounded linear operator.

(5) g : X → X is any Lipschitz function satisfying assumption (H1). For example

g(y) =
n∑
i=1

ciy(bi), for y ∈ X,

where ci (i = 1, . . . n) are given constants and bi (i = 1, . . . n) be given real numbers such
that 0 < b1 < · · · < bn ≤ T .

(6) Functions ai, i = 1, . . . ,m, may be taken as ai(t) = kit
p (i = 1, . . . ,m) for t ∈ [0, T ],

where ki ∈ (0, 1] (i = 1, . . . ,m), n ∈ N.
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(7) I1 : X → X is any function satisfying assumption (H3), e.g. I1(y) = |y|
3+|y| .

(8) f : [0, T ]×Xm+1 → X , T > 0 is any function satisfying assumption (H2).

Hence we may apply the results of Theorem 3.1 to this example.
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